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ABSTRACT

In this paper, an algorithm for the concatenation of
speech signal segments taken from disjoint utterances is
presented. The algorithm is based on the Analysis-by-
Synthesis/Overlap-Add (ABS/OLA) sinusoidal model
[1, 2, 3], which is capable of performing high quality
pitch- and time-scale modi�cation of both speech and
music signals. With the incorporation of concatena-
tion and smoothing techniques, the model is capable of
smoothing the transitions between separately-analyzed
speech segments by matching the time- and frequency-
domain characteristics of the signals at their bound-
aries. The application of these techniques in a text-
to-speech system based on concatenation of diphone
sinusoidal models is also presented.

1. INTRODUCTION

One commonly used technique for synthesis of the
speech waveform in text-to-speech synthesis is concate-
nation of short speech units taken from a prerecorded
inventory. After concatenation, these units are mod-
i�ed in duration and \melody" to smoothly join each
other and achieve the prosody of a natural utterance.
In order to perform these modi�cations without intro-
ducing unnatural-sounding artifacts, signal modeling
techniques, such as the popular PSOLA technique [4],
must be employed. Sinusoidal signal models have been
shown to be useful for speech prosody modi�cation [3,
5] and speech synthesis [6], as well as music synthe-
sis [2]. Speci�cally, the ABS/OLA sinusoidal model
provides an attractive framework for speech concatena-
tion and synthesis due to its computationally e�cient
overlap-add synthesis algorithm and its high quality
speech modi�cation capabilities. This paper describes
the use of this model to concatenate and modify speech
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segments and the application of these techniques to
speech synthesis.

In the ABS/OLA model, the input signal s[n] is
represented by a sum of overlapping short-time signal
frames sk[n].

s[n] = �[n]
X
k

w[n� kNs]sk[n] (1)

where Ns is the frame length, w[n] is a complemen-
tary window function that is nonzero over the interval
[�Ns; Ns], �[n] is a slowly time-varying gain envelope,
and sk[n] represents the kth frame \synthetic contribu-
tion" to the synthesized signal. Each signal contribu-
tion sk[n] is represented as the sum of a small number
of constant-frequency sinusoidal components, given by
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where L is the number of sinusoidal components in the
frame, and Ak

l
; !k

l
; and �k

l
are the kth frame sinusoidal

amplitudes, frequencies, and phases, respectively. An
iterative analysis-by-synthesis procedure is performed
to �nd the optimal parameters for each signal frame,
based on a mean-squared error criterion [5].

Overlap-add synthesis is performed by a procedure
that uses the inverse fast Fourier transform to com-
pute each contribution sk[n], rather than sets of os-
cillator functions, as in [5]. Time-scale modi�cation is
achieved with the model by changing the time evolution
rate of the model parameters for each frame sk[n] and
changing the frame duration, while imposing a \quasi-
harmonic" structure on the sinusoidal components to
maintain general waveform shape characteristics. Pitch
modi�cation is performed within this same context by
altering the component frequencies, phases, and ampli-
tudes in such a way that the fundamental frequency is
modi�ed while the speech formant structure is main-
tained [3].
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Figure 1: Concatenation of segments using sinusoidal
model parameters

2. CONCATENATION OF MODELED

SEGMENTS

The ABS/OLA sinusoidal model analysis generates two
quantities that represent each input signal frame: (1) a
set of quasi-harmonic sinusoidal parameters for each
frame (with an implied fundamental frequency esti-
mate), and (2) a slowly time-varying gain envelope.
Disjoint modeled speech segments can be concatenated
by simply stringing together these sets of model param-
eters and resynthesizing, as shown in Figure 1. Small
waveform discontinuities at the concatenation point will
be implicitly smoothed over by the nature of the overlap-
add procedure. However, since the joined segments
are analyzed from disjoint utterances, substantial vari-
ations between the time- or frequency-domain charac-
teristics of the signals may occur at the boundaries.

These di�erences manifest themselves in the sinusoidal
model parameters. Thus, the goal of the algorithms
described here is to make discontinuities at the con-
catenation points inaudible by directly manipulating
the sinusoidal model components in the neighborhood
of the boundaries.

In the problem presented here, it is assumed that
the desired fundamental frequency contour for the ut-
terance is provided a priori. In order to create a sig-
nal with the desired fundamental frequency contour, a
pitch modi�cation factor � is computed in each frame
by � = !desired

0 =!0, where !0 is a pitch estimate com-
puted from each frame's sinusoidal components [1]. Ap-
plying this pitch shift to the sinusoidal model com-
ponents introduces the desired pitch contour and im-
plicitly matches the fundamental frequency across the
boundary as well.
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Figure 2: Pitch pulse alignment after time-scale and
pitch modi�cation

2.1. Pitch pulse alignment

Proper alignment of pitch pulses from frame to frame
is essential to maintaining good resynthesized speech
quality, and this alignment can be performed by ad-
justing the phases of the sinusoidal components prior
to overlapping and adding successive frames. For con-
nected-speech modi�cation, a recursive equation for the
necessary linear phase shift � for a given frame is de-
rived in [1, 3], based on the frame's time scale modi�-
cation factor �, pitch modi�cation factor �, and pitch
period To, as well as a pitch pulse onset time 1 esti-
mate � . Implicit in the derivation of this equation is
the assumption that successive pitch pulse onset times
will be closely related to each other by the pitch period,
but this assumption is not valid across the boundary of
concatenated segments, since the segments come from
disjoint utterances. Therefore, a new expression for �
is necessary.

Figure 2 shows schematically the relationships of
pitch pulse contributions from two successive frames
prior to overlap. To �nd an expression for the neces-
sary time shift �k+1 in this case, an expression is �rst
found for the pitch pulse locations due to the contri-
butions of frame k. These pulse locations will depend
on the pitch pulse onset time for frame k, �k, the pitch
modi�cation factor �k, the pitch period T k

o
, and the

(previously computed) time shift that has already been
applied to frame k, �k.

2 Similarly, the pulse locations
due to frame k + 1 can be found from �k+1, �k+1, and
T k+1
o . Taking into account the modi�ed frame dura-

tion �Ns, the indices of the pitch pulses adjacent to

1The pitch pulse onset time [5] is the (hypothetical) location

of the �rst pitch pulse in a given frame.
2Note that these are only hypothetical pulse locations { all

analysis and synthesis is performed in the frequency domain.



the center of the overlap region, denoted {̂k and {̂k+1,
can be found.

The goal of the frame alignment process is to shift
frame k+1 such that the pitch pulses of the two frames
line up and the waveforms add coherently. A reason-
able way to achieve this is to force the time di�erence
� between the pitch pulses adjacent to the center to
be the average of the modi�ed pitch periods in the two
frames. Typically, the modi�ed pitch periods T k

o
=�k

and T k+1
o =�k+1 will be approximately equal, since the

purpose of concatenating segments is generally to pro-
duce natural sounding speech without discontinuities in
the fundamental frequency contour. Thus the following
expression can be derived

�k+1 = �k+
�k+1
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(3)

This gives the necessary linear phase shift of the si-
nusoidal components in frame k + 1 to give coherent
overlap at the boundary. This time shift (which need
not be an integer) can be implemented directly in the
frequency domain by modifying the sinusoid phases �i
prior to resynthesis.

The alignment algorithm described above has the
desirable trait that all expensive computation (like �nd-
ing �k) can be done o�-line in the analysis phase. How-
ever, the concatenation results are quite sensitive to the
accuracy of the pitch onset time estimate. The onset
time estimation scheme described in [7] sometimes pro-
duces errant results, resulting in alignment errors that
are clearly audible. To help overcome this problem,
a post-processing step has been included in the sinu-
soidal analysis. This post-processor uses fundamental
frequency estimates to �nd and correct gross errors in
the onset time estimates.

2.2. Spectral smoothing

Another source of perceptible discontinuity across con-
catenation boundaries is mismatch in the signal spec-
tral shape described by the sinusoidal amplitudes. It is
assumed that the segments being joined are somewhat
similar to each other in formant structure. However,
di�erences in spectral content are often still present
due to coarticulation and other e�ects.

In the ABS/OLA pitch modi�cation algorithm, a
spectral envelope estimate is used to maintain formant
locations and spectral shape while frequencies of sinu-
soids in the model are altered. This envelope is com-
puted from a set of cepstral features generated in the
analysis process. An \excitation model" is computed
by dividing each complex sinusoid amplitude by the
spectral estimate H(!) at the sinusoid frequency, !.
The excitation sinusoids are then shifted in frequency,
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Figure 3: Cepstral envelope matching

and the spectral envelope is reintroduced to obtain the
pitch-shifted signal. This operation also provides a
mechanism for smoothing spectral di�erences over the
concatenation boundary, since a modi�ed envelope may
be imposed on the sinusoidal components after pitch-
shifting.

Spectral di�erences across concatenation points are
smoothed by adding weighted versions of the cepstral
feature vectors from one side of the segment boundary
to cepstral feature vectors from the other side, and vice-
versa, to compute a new set of smoothed cepstral fea-
ture vectors, and a modi�ed spectral envelope Hs

k
(!).

Assume that cepstral features for the left-side segment,
f:::;L3;L2;L1;L0g from right to left, and features for
the right-side segment, fR0;R1;R2;R3; :::g, are to be
concatenated as shown in Figure 3. Smoothed cepstral
features Ls

k
for the left segment and Rs

k
for the right

segment are found by

Ls

k
= wkLk + (1� wk)R0 (4)

Rs

k = wkRk + (1� wk)L0

where

wk = 0:5 +
k

2Nsmooth

; k = 1; 2; :::; Nsmooth

whereNsmooth frames to the left and right of the bound-
ary are incorporated into the smoothing. It can be
shown that this linear interpolation of cepstral features
is equivalent to linear interpolation of log spectral mag-
nitudes. Prior to application of this smoothing algo-
rithm, the cepstral features are normalized such thatR
Hk(!)d! = 1 for all k, so that only spectral shape,

not overall gain, is interpolated. After the \excitation"
sinusoidal frequencies have been modi�ed, each sinu-
soidal component in frame k is multiplied by Hs

k
(!) to

impart the spectral shape derived from the smoothed
cepstral features.

Comparisons of this smoothing procedure with un-
smoothed concatenation indicate that it signi�cantly
reduces perceptual discontinuities between the joined
segments.
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Figure 4: Text-to-speech synthesis by diphone concate-
nation

3. APPLICATIONS

The main application of these sinusoidal signal modi-
�cation and concatenation algorithms has been as the
waveform synthesis engine of a text-to-speech (TTS)
system, as shown in Figure 4. In the system, a text
analysis module is used to produce a list of diphone
labels. This list is used to select units from an in-
ventory of previously-analyzed diphone sinusoidal mod-
els, which represent the transitions between all possible
phone pairs. The diphone units are collected by cut-
ting segments from natural utterances containing each
unit and submitting these to the sinusoidal analysis.

The sequence of diphone sinusoidal models is con-
catenated using the techniques described above. Du-
rations of individual phones are controlled by com-
pressing or expanding the time scale using the sinu-
soidal model. The \melody" of the utterance, output
by an intonation model, is implemented by comput-
ing a frame-by-frame pitch modi�cation factor which
transforms the inventory unit pitch to the desired pitch.
Likewise, the signal power is adjusted by modifying the
sinusoid amplitudes.

On the analysis side, the model requires no hand
marking of speech events such as pitch pulse locations.
The system is capable of producing high-quality output
speech. Furthermore, it provides a 
exible model of the
signal at its output, which can be useful for exploring
other modi�cations such as glottal pulse shaping and
speech style modi�cation.

This framework also has application outside of di-
phone speech synthesis. For instance, concatenation of
words or insertion of keywords into \canned" utterances3

3for instance, in interactive voice response or announcement

systems

can be performed with natural prosodic contours im-
posed on the speech. Concatenation as an extension to
the ABS/OLA sinusoidal music synthesis algorithm [2]
for synthesis of musical instruments and singing voice
is also under investigation.

4. SUMMARY

This paper has presented the application of the ABS/-
OLA sinusoidal model to the concatenation of subword
speech units taken from disjoint utterances. These
techniques have been applied in a text-to-speech sys-
tem based on concatenation of elements from an in-
ventory of diphone transition units represented by the
sinusoidal model. The model provides a 
exible, e�-
cient method for the concatenation and prosodic mod-
i�cation necessary in speech synthesis, and has many
other practical applications in speech and music signal
processing.
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